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[TpoaykTbl ZStack

OcHOBHOWM NpOAYKT

ZStack HCI ZStack Cloud ZStack CMP ZStack Distributed Storage




OcHoBHOWM doyHKUMOHan Zstack cloud

He npocTo BnpTyanusauusi, a nosIHoUueHHoe YyacTHoe obnako laaS

* TnoBoW PyHKLUMOHaN BUpPTyanusaumm
* YnpasneHue cyuecteytowmm Vmware vCenter
* Murpauus vSphere -> ZStack

» PasHoobpasune ceTeBbix KoHpUrypaumn. PacnpegeneHHole
BUpTYyarbHble KOMMyTaTopbl U firewall

* YnpasneHue pm3nyeckumm cepeepamm
» Pe3epBHOe KonmpoBaHue. HenpepbIBHOE 1 MO pacnucaHuto

« MacwrtabuposaHne go 10.000 y3nos u 100.000 BM B ogHon
nHctannaumun. Jo 1000 y3noB B 04HOM KnacTepe




Tabnuua ocHoBHbIX pyHKun ZStack Cloud
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OcobeHHocTU ZStack Cloud

OTKpPbITbIN UCXOAHBLIN KOA,
OTkpbITbIN API

«YacTtHoe obnako»
cobcTBEHHOM pa3paboTku ¢
OTKPbITbIM UCXOOHbIM KOLOM U
API pna nHTerpaumm co
CTOPOHHUM [10

NMoBTOpHOE
ucnonb3oBaHue
yCTapeBLUero «xeresa»

JTloboe ycTponcteo, paboTatouiee
Ha apxutektype x86/ARM wn
nogaepxuBaroLlee annapaTtHyto
BupTyanusauumio LI, nogxogut ans
ZStack Cloud

MonHas 3ameHa VMware

CepBepHas n ceTeBasi
BUpTyanuaauus, BupTyanusauus
XpaHeHus, reorpadomyeckm
pacnpegeneHHble Active-Active
AaTaueHTpbl, N30MsUnsa pecypcoB
Mexay TeHaHTamu. bunnuHr n
LWABMNOHbI NPUNOXEHUIN

M'Mbokue mogenu
NINLEeH3NPOBaHMUSA

BbiOnpanTe NnoCTOsAHHbIE NULIEH3UN C
eXerogHo NpoasisiemMomn Noaaep>Kkom
UNn Mmoaenb No Noanucke.
CoxpaHeHne nHBecTmumin: 6a3oByto
NULIEH3MIO BCerga MOXXHO 0OHOBUTL
00 MakcuMarnbHOW NPOCTO 3a pasHuLy
B LleHe

BecwoBHOe OOHOBNEHUe B
OOMH KINUK

O6GHoBrEHNE Mexady BepcUAMU B
OAWH KNUK, YTobbI 0becneunTb
HenpepbIBHOCTb Ballero 6usHeca.
Hukaknx ckpbITbIX NnaTexen 3a
obHoBMNeHNe NnaTgopMbl

XopoLwio npogyMaHHbIe
AONONMHUTENbHbIe PYHKLUN

Mwurpauus ¢ VMware, pesepBHoe
KonupoBaHue, Knactepusauna BM,
yrnpaBrieHne HeEBMPTYann3oBaHHbIMM
NPUNOXEHNAMK, YCTaHOBKa CEPBEPOB
NPUNOXeHNN 13 WabnoHoB.,
pacwmpeHHbin unnuur, VDI



BupTyanbHble geckronbl. ZStack VDI
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CpaBHeEHMe pegakuum

https://www.zstack-cloud.com/product/edition_comparison/

Basic Standard Enterprise Enterprise Enhanced

TunoBas BupTyanmsaums Nonaepxka ARM ABTOMaTU3NPOBAHHOE YacTHoe obnako :

( OTKa30yCTOMYNBOCTD, pas3BepTbiBaHMUE NPUNOXEHUI P
OHNaiiH nepemelleHne CeTeBas BUpTyanuaauys aCLLMpeHHOe
Bunnnur pasferieHme pecypcos U

BM, cHanwoTbl 1 TN)
KBOTbI

YnpasneHue

Buptyanusaums GPU CepPBUCHbIMN 3asiBKaMu
CospaHue npoueccon

Mopgoepxka VDI

HononHeHus (k pegakumam Enterprise n Enhanced):

» PesepBHoe KonnposaHue

* YnpasneHue VMware

*  Mwurpauusa c VMware

* YnpaBreHne HeBNPTYanM30BaHHbLIMWU NPUNOXEHUAMUN
(chpmaunyecknmmn cepsepammn)



https://www.zstack-cloud.com/product/edition_comparison/




ZStack vs. VMware

EAnHbIN NPOAYKT C TEM Xe
HabopomM cepBMUCOB, HO
oonee LenoCcTHbIN C TOYKHU
3peHus NMUEH3NPOBaHNs
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ZSC Mgmt-
Model

ZSC Backup Service +
CDP

Virtualization
vSphere vCenter

Hyper-
converged

e _

vCloud
Suite

Disaster
Backup Site Recovery Manager




VS. Cloud Products

Proxmox OpenNebula Virtuozzo OpenStack ZStack
_ - KVM, Xen, EXSi, _ _
Virtualization KVM KVM KVM, Xen, EXSI, Hyper-V KVM, ESXi
Hyper-V
Container support support support support support by other products
Management Proxmox Web Sunstone GUI Virtuozzo GUI Horizon ZStack GUI
Network Bridge Bridge, vRouter, NSX | Bridge, vRouter Bridge, VPC Bridge, VPC

Security Groups, Floating | Security Groups, Floating IP, LB, auto-scale, VPN,

Network services

Security Groups

Security Groups

none

IP, LB, VPN

Stateless firewalls, OSPF, Static Route, multi-wan

ISCSI, NFS, Ceph,

Storage Datastores Virtuozzo storage | NAS, SAN, Ceph, Swift NFS, Ceph, Gluster, iSCSI, FC, NAS
Gluster, SMB/CIFS
Backup integrated Yes Only full backup not support not support Backup, CDP
v2v tools not support not support not support not support EXSi to KVM, KVM to KVM
Hybrid cloud not support AWS, Google not support not support Alibaba Cloud
Max nodes 32 2500 no data 2000 10,000
Multi-zone not support not support not support support support
Multi-cluster not support support support support support
Multi-tenancy support support support support support
Monitor&Alarms not support not support not support support support
Orchestration not support not support not support support support
Self-service not support support support support support
Billing not support not support not support not support support
API support support support support support




CpaBHeHne macwtabmupyemocTu

ZStack Cloud nogaepxuaet 10000 xoctoB a Takke 100 000 BM B ogHoM 30He. ApXUTEKTypa TakoBa, YTO NPOM3BOANTENBHOCTb

ZStack Cloud HepgocTwxmma gpyrmmu. Jliobble busHec cueHapun. YTtobbl cTapToBaTh, BaM HYXKHO nulib 4 aapa v 8I'b namaTtm !!

MMpegenkl BO3IMOXHOCTEN
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https://configmax.vmware.com/guest?vmwareproduct=vSphere&release=vSphere 6.7&categories=3-0
https://configmax.vmware.com/guest?vmwareproduct=vSphere&release=vSphere 6.7&categories=3-0
https://configmax.vmware.com/guest?vmwareproduct=vSphere&release=vSphere 6.7&categories=3-0
https://configmax.vmware.com/guest?vmwareproduct=vSphere&release=vSphere 6.7&categories=3-0
https://www.zstack.io/help/product_manuals/maintenance_manual/16.html#c16_1_2
https://configmax.vmware.com/guest?vmwareproduct=vSphere&release=vSphere%206.7&categories=3-0
http://ZStack.io/help/product_manuals/maintenance_manual/16.html#c16_1_2

CpaBHeHne BO3MOXHOCTEN

ZStack Cloud nogaepxuBaeT 1MNb BupTyanbHbIn AUCK, a Takke 256 VNIC ana ogHon BM

MNpegen Ha ogHy BM

p— — Unit: TB
Unit: TB
i [—
Memmfl 6TB
(] 200 400 600 BOO 1000 1200

®=ySphere 8.7 ®7Stack 3.8



https://configmax.vmware.com/guest?vmwareproduct=vSphere&release=vSphere 6.7&categories=3-0
https://configmax.vmware.com/guest?vmwareproduct=vSphere&release=vSphere 6.7&categories=3-0
https://configmax.vmware.com/guest?vmwareproduct=vSphere&release=vSphere 6.7&categories=3-0
https://configmax.vmware.com/guest?vmwareproduct=vSphere&release=vSphere 6.7&categories=3-0
https://www.zstack.io/help/product_manuals/maintenance_manual/16.html#c16_1_2
https://configmax.vmware.com/guest?vmwareproduct=vSphere&release=vSphere%206.7&categories=3-0
http://ZStack.io/help/product_manuals/maintenance_manual/16.html#c16_1_2

CpaBHeHme NnpPon3BOOUTESIbHOCTN

MakeTHOe co3gaHme 500 BM c Zstack Cloud 3aHumaeTt 2 muH 40 cek. OTU AaHHbIE U3 peanbHOro Kewnca:
"ocymapctBeHHas cnyxb6a 6e3onacHOCTM NnaHMpoBasna NocToponTb 06nako anga npoekta no oby4veHunto HaBblikam VB, YTobbl cooTBETCTBOBATH CneumMdpmrKaumam

CUCTEMDI o6yl-|eHm=|, KOTOpadA AO0JIKHA Obina 6bICTp0 cosgaTb okono 500 BM, 3aka3umk npurnacusn Tpex noctaBMKOB AJiA npoBeaeHnd Tecta Ha OAHOM U TOM Xe

obopynoBaHun. HakoHel, knneHT Bblbpan ZStack ns3-3a Hawen 6ombmnyeckon Npon3BoaUTENBHOCTH.

Cozpanve 500 BM

oEM m““ﬂ_

Z3lack 3.8
=

R T |

0 20 4D B0 BO 100 120 140
= Usage Time(mins) ™ Fallure Num.



https://www.zstack.io/cases/cases_privacy_cloud/case_government/

[MpenmyuiecTtBa ZStack Cloud.

MpenmywecTBa ana 6usHeca

« TCO B pa3sbl MeHbLUe YeM KOHKYPEHTbI

*  MoxHo npogaBaTbh Kak NOCTOSAHHbIE NULEH3UK +
CYnnopT, MOXXHO MOAMNUCKY

* [10 meHee TpeboBaTemnbHO K «Kenesy» rno
CPaBHEHMIO C KOHKYpEeHTaMun

* Hwuskme pucku nepexopa Ha Zstack. becwosHas
Murpauma ¢ Vmware, MoOXHoO paboTaTb
napansienbHOo C BalUMM TEKYLLMM rMNepPBU3OPOM

* Het pon pacxonoB npu 06HOBNEHNM BEPCUM

TexHonorn4yeckue n PpenMyLlecTBa

OpauH codT ANa HeckonNbkux 3agad + [1nsa Bcex
onepauumn HyxxHa nuwb OHA Be6-kOHCONb

* [lonHas 3ameHa VMware

* [mbpmngHoe obnako «n3 KOPOBKM»

» BcTpoeHHble Tynbl N0 MUrpaumnm

* BcTpoeHHoe pe3epBHOE KONMMPOBaHUE

» PasBepTtbiBaHMe bbicTpee yem VMware

* OcHoBaH Ha Linux, gpy>XeCTBeHHbI/ K cCaMOCOOpHOMY
obopyanoBaHuio u MO

« [nsa Bcero ectb API, K TOMy e BCe aBTOMaTU3NpoOBaHO
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